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Key Problems

• Stanford routinely found DL models ineffective at 
slot filling task.

1. Existing models insufficiently tailored
to relation extraction

2. Lack of a large-scale, fully supervised
dataset for slot filling
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Penner is survived by his brother, John, a copy 
editor at the Times, and his former wife, Times 
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Relation Extraction

Penner is survived by his brother, John, a copy 
editor at the Times, and his former wife, Times 
sportswriter Lisa Dillman.

Key elements
• Context (relevant + irrelevant)
• Entities (types + positions)
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Softmax Layer

y = softmax(Wz)

c 2 {per:spouse, org:founded, ...}

c = argmax

i
(yi);
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SemEval 2010: Popular But Suboptimal

• Small in size (10.7k)
• Different and vague relations

A New York Times food writer fries
the potatoes in a mixture of peanut 
oil and duck fat with bacon added.



SemEval 2010: Popular But Suboptimal

• Small in size (10.7k)
• Different and vague relations

A New York Times food writer fries
the potatoes in a mixture of peanut 
oil and duck fat with bacon added.

Instrument-Agency
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The TAC Relation Extraction Dataset

• Crowdsourced
• Tailored for TAC KBP slot filling

• Four explicit goals
• Large-scale
• Real-world corpus
• Negative examples
• Fully supervised



Goal 1: Large-scale
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Train 68,124

Dev 22,631

Test 15,509

Total 106,264



Goal 1: Large-scale

Split # examples
Train 68,124

Dev 22,631

Test 15,509

Total 106,264

An order of magnitude larger!
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Goal 2: Real-world TAC KBP corpus

Longer and more complex context!
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Negative 79.5



Goal 3: Negative examples annotated

Label Ratio (%) 

Positive 20.5

Negative 79.5

Beat false positives in slot filling!
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Morgan Stanley for about 11 years until 
2005, when he and some 106 Morgan 
Stanley colleagues quit and later founded
the hedge fund Old Lane Partners.

org:founded_by



Goal 4: Fully supervised

41TAC KBP slot types + no_relation!

Pandit worked at the brokerage 
Morgan Stanley for about 11 years until 
2005, when he and some 106 Morgan 
Stanley colleagues quit and later founded
the hedge fund Old Lane Partners.

org:founded_by
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Experiments

• Task 1: Relation Extraction on TACRED
• Q: How well can we do on relation extraction?
• VS: Baseline traditional and neural models.

• Task 2: End-to-end TAC KBP Slot Filling Task
• Q: Does it improve slot filling?
• VS: SOTA slot filling system.
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Models Compared Against

• Stanford’s TAC KBP 2015 winning system
• Patterns
• Logistic regression (LR)

• CNN with positional encodings (Nguyen and
Grishman, 2015)

• Dependency-based RNN (Xu et al., 2015)
• LSTM: 2-layer Stacked-LSTM

Non-
Neural

Neural



Relation Extraction Results
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Traditional Patterns 86.9 23.2 36.6

LR 73.5 49.9 59.4
LR + Patterns 72.9 51.8 60.5
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Model P R F1
Traditional Patterns 86.9 23.2 36.6

LR 73.5 49.9 59.4
LR + Patterns 72.9 51.8 60.5

• Patterns: high precision
• LR: high recall



Relation Extraction Results

Model P R F1
Traditional LR + Patterns 72.9 51.8 60.5
Neural CNN 75.6 47.5 58.3

CNN-PE 70.3 54.2 61.2
SDP-LSTM 66.3 52.7 58.7
LSTM 65.7 59.9 62.7



Relation Extraction Results

Model P R F1
Traditional LR + Patterns 72.9 51.8 60.5
Neural CNN 75.6 47.5 58.3

CNN-PE 70.3 54.2 61.2
SDP-LSTM 66.3 52.7 58.7
LSTM 65.7 59.9 62.7

• CNN higher precision; LSTM higher recall
• CNN-PE and LSTM outperform traditional



Relation Extraction Results

Model P R F1
Traditional LR + Patterns 72.9 51.8 60.5
Neural LSTM 65.7 59.9 62.7

Our model 65.7 64.5 65.1
Ensemble (5) 70.1 64.6 67.2



Relation Extraction Results

Model P R F1
Traditional LR + Patterns 72.9 51.8 60.5
Neural LSTM 65.7 59.9 62.7

Our model 65.7 64.5 65.1
Ensemble (5) 70.1 64.6 67.2

• Our model: +2.4 improvement on F1



Slot Filling Evaluation

• Input: 50k docs + 2-hop queries
• Output: slot fillers



Slot Filling Evaluation

• Stanford’s 2015 winning system + new extractor

CoreNLP Annotators

Entity Detection & Linking

Relation Extractor

Post-processors



Slot Filling Results

Hop-0 Hop-all
Model P R F1 P R F1
Patterns 63.8 17.7 27.7 58.9 13.3 21.8

LR 36.6 21.9 27.4 25.6 16.3 19.9

+ Patterns (2015 winning) 37.5 24.5 29.7 26.6 19.0 22.2
LR trained on TACRED 32.7 20.6 25.3 16.8 15.3 16.0

+ Patterns 36.5 26.5 30.7 20.1 21.2 20.6
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Hop-0 Hop-all
Model P R F1 P R F1
Patterns 63.8 17.7 27.7 58.9 13.3 21.8

LR 36.6 21.9 27.4 25.6 16.3 19.9

+ Patterns (2015 winning) 37.5 24.5 29.7 26.6 19.0 22.2
LR trained on TACRED 32.7 20.6 25.3 16.8 15.3 16.0

+ Patterns 36.5 26.5 30.7 20.1 21.2 20.6

• Close results when trained on TACRED only
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Hop-0 Hop-all
Model P R F1 P R F1
LR + Patterns (2015 winning) 37.5 24.5 29.7 26.6 19.0 22.2

LR trained on TACRED 32.7 20.6 25.3 16.8 15.3 16.0

+ Patterns 36.5 26.5 30.7 20.1 21.2 20.6

Our model 39.0 28.9 33.2 28.2 21.5 24.4

+ Patterns 40.2 31.5 35.3 29.7 24.2 26.7



Slot Filling Results

Hop-0 Hop-all
Model P R F1 P R F1
LR + Patterns (2015 winning) 37.5 24.5 29.7 26.6 19.0 22.2

LR trained on TACRED 32.7 20.6 25.3 16.8 15.3 16.0

+ Patterns 36.5 26.5 30.7 20.1 21.2 20.6

Our model 39.0 28.9 33.2 28.2 21.5 24.4

+ Patterns 40.2 31.5 35.3 29.7 24.2 26.7

• Neural vs LR: +7.9 hop-0, +8.4 hop-all!
• Best vs 2015 winning: +5.6 hop-0, +4.5 hop-all!



Further Analysis

• Model Ablation

Model Dev F1
Our model (single) 66.0
- Position-aware attention 65.2
- All attention 64.1
- Word dropout 65.4
- All Above 62.2

Attention plays an important role!



Further Analysis

• Performance by sentence length
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Figure 5: TACRED development set F1 scores for
sentences of varying lengths.

Improvement by slot types. We calculate the
F1 score for each slot type and compare the
improvement from using our proposed model
across slot types. When compared with the
CNN-PE model, our position-aware attention
model achieves improved F1 scores on 30
out of the 41 slot types, with the top 5 slot
types being org:members, per:country of death,
org:shareholders, per:children and per:religion.
When compared with SDP-LSTM model, our
model achieves improved F1 scores on 26
out of the 41 slot types, with the top 5 slot
types being org:political/religious affiliation,
per:country of death, org:alternate names,
per:religion and per:alternate names. We ob-
serve that slot types with relatively sparse training
examples tend to be improved by using the
position-aware attention model.

Attention visualization. Lastly, Figure 6 shows
the visualization of attention weights assigned by
our model on sampled sentences from the devel-
opment set. We find that the model learns to pay
more attention to words that are informative for
the relation (e.g., “graduated from”, “niece” and
“chairman”), though it still makes mistakes (e.g.,
“refused to name the three”). We also observe that
the model tends to put a lot of weight onto object
entities, as the object NER signatures are very in-
formative to the classification of relations.

5 Related Work

Relation extraction. There are broadly three
main lines of work on relation extraction: first,
fully-supervised approaches (Zelenko et al., 2003;
Bunescu and Mooney, 2005), where a statisti-

cal classifier is trained on an annotated dataset;
second, distant supervision (Mintz et al., 2009;
Surdeanu et al., 2012), where a training set is
formed by projecting the relations in an existing
knowledge base onto textual instances that contain
the entities that the relation connects; and third,
Open IE (Fader et al., 2011; Mausam et al., 2012),
which views its goal as producing subject-relation-
object triples and expressing the relation in text.

Slot filling and knowledge base population.
The most widely-known effort to evaluate slot fill-
ing and KBP systems is the yearly TAC KBP slot
filling tasks, starting from 2009 (McNamee and
Dang, 2009). Participants in slot filling tasks usu-
ally make use of hybrid systems that combine pat-
terns, Open IE, distant supervision and supervised
systems for relation extraction (Kisiel et al., 2015;
Finin et al., 2015; Zhang et al., 2016).

Datasets for relation extraction. Popular
general-domain datasets include the ACE dataset
(Strassel et al., 2008) and the SemEval-2010 task
8 dataset (Hendrickx et al., 2009). In addition,
the BioNLP Shared Tasks (Kim et al., 2009) are
yearly efforts on creating datasets and evaluations
for biomedical information extraction systems.

Deep learning models for relation extraction.
Many deep learning models have been proposed
for relation extraction, with a focus on end-to-end
training using CNNs (Zeng et al., 2014; Nguyen
and Grishman, 2015) and RNNs (Zhang et al.,
2015). Other popular approaches include using
CNN or RNN over dependency paths between en-
tities (Xu et al., 2015a,b), augmenting RNNs with
different components (Xu et al., 2016; Zhou et al.,
2016), and combining RNNs and CNNs (Vu et al.,
2016; Wang et al., 2016). Adel et al. (2016) com-
pares the performance of CNN models against tra-
ditional approaches on slot filling using a portion
of the TAC KBP evaluation data.

6 Conclusion

We introduce a state-of-the-art position-aware
neural sequence model for relation extraction, as
well as TACRED, a large-scale, crowd-sourced
dataset that is orders of magnitude larger than pre-
vious relation extraction datasets. Our proposed
model outperforms a strong feature-based classi-
fier and all baseline neural models. In combination
with the new dataset, it improves the state-of-the-

• LR and CNN drops
drastically

• SDP-LSTM least
sensitive to lengths

• Our model achieves
best performance



Further Analysis

• Impact of negative examples

Hop-0 Hop-1 Hop-all
Model P R F1 P R F1 P R F1

Patterns 63.8 17.7 27.7 49.3 8.6 14.7 58.9 13.3 21.8
LR 36.6 21.9 27.4 15.1 10.1 12.2 25.6 16.3 19.9
+ Patterns (2015 winning system) 37.5 24.5 29.7 16.5 12.8 14.4 26.6 19.0 22.2

LR trained on TACRED 32.7 20.6 25.3 7.9 9.5 8.6 16.8 15.3 16.0
+ Patterns 36.5 26.5 30.7 11.0 15.3 12.8 20.1 21.2 20.6

Our model 39.0 28.9 33.2 17.7 13.9 15.6 28.2 21.5 24.4
+ Patterns 40.2 31.5 35.3 19.4 16.5 17.8 29.7 24.2 26.7

Table 5: Model performance on TAC KBP 2015 slot filling evaluation, micro-averaged over queries.
Hop-0 scores are calculated on the simple single-hop slot filling results; hop-1 scores are calculated
on slot filling results chained on systems’ hop-0 predictions; hop-all scores are calculated based on the
combination of the two. LR = logistic regression.

Model Dev F1

Final Model 66.22
– Position-aware attention 65.12
– Attention 64.71
– Pre-trained embeddings 65.34
– Word dropout 65.69
– All above 63.60

Table 6: An ablation test of our position-aware
attention model, evaluated on TACRED dev set.
Scores are median of 5 models.

tem, and a similar hop-all F1; (2) our proposed
position-aware attention model substantially out-
performs the 2015 Stanford system on all hop-0,
hop-1 and hop-all F1 scores. Combining it with
the patterns, we achieve a hop-all F1 of 26.7%, an
absolute improvement of 4.5% over the previous
state-of-the-art result.

4.5 Analysis
Model ablation. Table 6 presents the results
of an ablation test of our position-aware atten-
tion model on the development set of TACRED.
The entire attention mechanism contributes about
1.5% F1, where the position-aware term in Eq. (3)
alone contributes about 1% F1 score.

Impact of negative examples. Figure 4 shows
how the slot filling evaluation scores change as we
change the amount of negative (i.e., no relation)
training data provided to our proposed model. We
find that: (1) At hop-0 level, precision increases as
we provide more negative examples, while recall
stays almost unchanged. F1 score keeps increas-
ing. (2) At hop-all level, F1 score increases by
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Figure 4: Change of slot filling hop-0 and hop-
all scores as number of negative training examples
changes. 100% is with all the negative examples
included in the training set; the left side scores
have positives and negatives roughly balanced.

about 10% as we change the amount of negative
examples from 20% to 100%.

Performance by sentence length. Figure 5
shows performance on varying sentence lengths.
We find that: (1) Performance of all models de-
grades substantially as the sentences get longer.
(2) Compared to the baseline Logistic Regression
model, all neural models handle long sentences
better. (3) Compared to CNN-PE model, RNN-
based models are more robust on long sentences,
and notably SDP-LSTM model is least sensitive to
sentence length. (4) Our proposed model achieves
equal or better results on sentences of all lengths,
except for sentences with more than 60 tokens
where SDP-LSTM model achieves the best result.

• Hop-0 precision
increases

• Hop-0 recall stays

• Hop-0 and hop-all F1
increases



Further Analysis

• Attention visualization

per:schools_attended

per:other_family

org:top_members/employees 



Summary

Model:A new position-aware attention model

Data:A new supervised dataset,TACRED

Result: Improved slot filling results
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Availability

• Code will be available soon at:
https://github.com/yuhaozhang/tacred-relation
• The TACRED dataset will be made publicly available

via LDC.
• Let us know how you use TACRED!



Availability

• Code will be available soon at:
https://github.com/yuhaozhang/tacred-relation
• The TACRED dataset will be made publicly available

via LDC.
• Let us know how you use TACRED!

Thank you! Questions?


